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Abstract

The structure of the proton has been studied in great detail through inelastic scat-
tering for several decades. However, much less is known about the structure of the
neutron, due to the unavailability of free neutron targets and the substantial theoreti-
cal uncertainties associated with extracting information from nucleons bound in nuclei.
In order to overcome this problem, we propose a measurement of the inclusive electron
scattering cross section on an almost free neutron using the CEBAF Large Acceptance
Spectrometer (CLAS) and a novel technique to largely eliminate nuclear binding effects.
We will use a low-momentum recoil detector to tag slow backward-moving spectator
protons in coincidence with the scattered electron in the reaction D(e,e’ps)X. This
way we can ensure that the electron scattering reaction took place on an almost free
neutron, and we can infer its initial four-momentum from the observed spectator pro-
ton. We propose to use this technique to extract the structure function F3' over a
significant range in Q% (from about 1 to 5 GeV?) and W (from the elastic peak to
W = 3 GeV). We will use two beam energies (4 and 6 GeV) with in-bending CLAS
torus field configurations. The kinematic coverage, which includes the elastic and res-
onance regions as well as part of the deep inelastic region (from x = 0.2 to 0.6), allows
us to extract neutron elastic form factors, resonance excitation strengths, and the ratio
FJ'/FY at high x. These data will also allow us to test quark-hadron duality for the
neutron for the first time. This experiment requires the development and construction
of a novel recoil detector with low momentum threshold (< 70 MeV/c) for protons
and high rate capability. We will use the solenoid under development for the approved
DVCS experiment to sweep out Mgller background. CLAS will be used in its standard
configuration with luminosities up to 0.5 - 1034 cm™2s~!, but with the large angle drift
chambers turned off. We request a total of 40 days of new beamtime in Hall B (20
days at 6 GeV, 10 days at 4 GeV, 5 days of background test and calibration runs, and
5 days of engineering for the new recoil detector).
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1 Introduction

This proposal pioneers a new experimental technique at Jefferson Lab (JLab) for low- mo-
mentum target recoil detection in coincidence with high-energy electron scattering. We pro-
pose to build a novel time-projection-chamber-like recoil detector, which in combination with
sufficiently thin targets will allow us to detect protons down to momenta below 70 MeV /c,
and other nuclear fragments to correspondingly low momenta. We are also considering an
enhancement of this detector with a neutron array for low-momentum neutrons.

Although this apparatus will open up a vast field of new experimental studies, the present
proposal (dubbed “BONUS” for “Barely Off-shell NUcleon Structure”) is focused on just one
goal: to study the structure of free neutrons with comparable detail and precision as has
been achieved for the proton at JLab. We will use the recoil detector and a thin deuterium
target to tag scattering events on a loosely bound, nearly on-shell neutron by detecting slow
protons emitted in the backward direction relative to the momentum transfer vector. Many
additional experiments are possible with other nuclear targets and other detected nuclear
fragments, which explore topics from the high-momentum structure of light nuclei to coherent
production of mesons. Corresponding plans are being developed for future proposals.

Structure functions of the nucleon reflect the defining features of QCD: asymptotic free-
dom at large momenta and small distance scales, as well as confinement and non-perturbative
effects at the hadronic scale. From measurements of these structure functions in the scaling
region, one can infer the momentum and spin carried by the quarks and by the gluons (via
perturbative evolution) inside the nucleon. At the same time, through violations of scal-
ing and power corrections to the leading-twist structure functions, one gains access to the
non-perturbative quark-gluon dynamics in a bound hadronic system. Resonance excitation
strengths can be compared to QCD-inspired models and eventually to lattice calculations of
baryon structure. The link between the resonance structure and the quark structure at high
energies can be explored by studying the applicability and limits of quark-hadron duality in
inclusive structure functions.

One of the most interesting open questions in nucleon structure is what happens to the
structure functions as Bjorken x approaches unity, and nearly all of the nucleon momentum
is carried by a single quark. This limit is dominated by the relative contributions of the
u and d valence quarks. Simple phenomenological models like the SU(6) symmetric quark
model predict significantly different behavior than perturbative QCD or quark models with
improved hyperfine interactions. A quantity which is particularly sensitive to different sym-
metry breaking mechanisms in this region is the ratio of the neutron and proton unpolarized
structure functions F3'/Fy. Although FY is well known, FJ' can only be deduced using nu-
clear targets which for inclusive experiments requires models for the nuclear physics and a
subtraction of the F} background.

Another interesting question is whether Bloom-Gilman duality holds as well for the neu-
tron as it does for the proton. The beautiful JLab data for F, F¥ and F? in the resonance
region show remarkable agreement with extrapolations of the deep-inelastic results to lower
(Q)? at comparable =, when one averages over the resonance peaks. No such precise compari-
son has yet been possible for the neutron. The main stumbling block has been the absence of
precise neutron data in the resonance region, where Fermi motion and off-shell effects wash
out most of the resonance structure in inclusive electron scattering from a deuteron target.



A better knowledge of neutron structure functions in the resonance region is also urgently
needed to extract the full isospin structure of resonant and non-resonant contributions to the
cross section, and to interpret polarized structure function measurements as well as nuclear
structure function measurements in this kinematic domain.

Finally, measurements of elastic scattering cross sections on the neutron provide valuable
information on form factors in an independent and complementary approach to the existing
JLab experiments (E94-017 in Hall B and E93-026 and E93-038 in Hall C).

In this proposal to the JLab Program Advisory Committee, we focus on measurements of
the inclusive neutron structure functions at moderate to high z, including the resonance and
elastic region, with detection of a slow backward-going spectator proton. We concentrate on
inclusive scattering of 4 and 6 GeV electrons; however, many semi-inclusive and exclusive
channels (e.g., pion production) can be studied at the same time with this technique.

Future extensions to lower or higher beam energy and other targets or other final states
are expected. We note that the proposed recoil detector will also serve as a valuable asset
for the future program of the upgraded CLAS detector with 11 GeV beams. We will be able
to extend the program of structure function measurements proposed here to higher Q? and
x, up to  ~ 0.85 in the deep inelastic (DIS) region.

The proposal is based on the letter of intent we submitted to PAC22, which encouraged
us to develop a full proposal. In the following pages, we explain the theoretical motivation
and experimental method in more detail. We then describe the planned target-detector
system and results from preliminary simulations and from the related experiment 94-102.
We conclude with a summary and our beam time request to the PAC.

2 Physics Motivation

Although most of the existing nucleon structure data—from elastic form factors to deep
inelastic structure functions—come from decades of experiments on readily available proton
targets, measurements on the neutron are essential for a complete understanding. A complete
determination of the valence content of the nucleon can be achieved only when both its
u and d quark distributions are known, which, in the absence of high-precision neutrino
data, necessarily requires information on the structure of the neutron. The absence of free
neutron targets has meant that, until now, the usual method for extracting neutron structure
information has been to use deuterium targets, and apply nuclear corrections arising from
the Fermi motion and binding of the nucleons in the deuteron. Although this is sufficient in
some cases, for many neutron observables, especially ones sensitive to the high momentum
components of the deuteron wave function, the nuclear model uncertainties can be rather
large. As a result, our knowledge of the structure of the neutron, especially in the neutron
resonance region, and in the deep inelastic region at large x, is inadequate. Given the
extremely high quality of proton data that are being accumulated at JLab and other facilities,
obtaining a similar level of accuracy for the structure of the free neutron is a high priority.
The new technique presented in this proposal allows us to access the structure of the free
neutron with unprecedented accuracy, and with a minimum of uncertainty associated with
nuclear corrections. This opens up a completely new program of measurements on the
neutron, in analogy with those which have been carried out in the past on the proton. In



this section we highlight several examples which would benefit dramatically from a more
accurate determination of the structure of the free neutron.

2.1 Neutron resonance structure

Resonance transition form factors provide fundamental information on the structure of the
nucleon. The excited nucleon spectrum, and the associated N — N* transition matrix
elements, have provided benchmarks by which the quark model of the nucleon was initially
established, and its various more recent extensions tested [1]. Although an impressive amount
of data has been accumulated on proton transitions through measurements of structure
functions in the resonance region, almost nothing is known about the nature of the resonance
excitations of the neutron.
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Figure 1: Extracted resonant and non-resonant contributions to the neutron to proton cross
section ratio in the region of the A resonance [2]. The curves are from Refs. [3, 4].

In the limit of vanishing width, the contribution of an N* resonance to the unpolarized
F) and F; structure functions of the nucleon can be written as [5]

Fro= M (|G +|G_[*)6(W? = M3.)  and (1)
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Fy = (1+02/Q*) "My (|G, * +2/Gol* +|G_*) 6(W* = M3.) , (2)

in which the helicity amplitudes G,,(m = +1,0) are defined in terms of N — N* transition
matrix elements:

Gpn o (N* N =m-—1/2|el -j,(0)|N,A=1/2), (3)

m

with A (\') the helicity of the initial (final) state, e/, the photon polarization vector, and j,
the electromagnetic current. The amplitudes G+ are proportional to the helicity-conserving
and helicity-flip amplitudes A;/, and Ass, respectively. The é-function in Eqgs. 1 and 2 for
the sharp resonance can be replaced by a Breit-Wigner shape in practical fits to resonance
data. For the A(1232) resonance, the extracted resonant and non-resonant contributions to
the ratio of neutron to proton cross sections are depicted in Fig. 1 as a function of Q?, from
Q? =1 to 8 GeV? [2]. No other high Q? neutron resonance electroproduction data exist. An
average over all Q? yields o, /0, = 0.72 £0.07 [2, 6] at the A resonance, whereas an average
over low Q? data yields o,,/0, = 0.91 £ 0.03 [7].

The extracted neutron-A° transition form factor appears to be consistent with that of
the proton-A* within the rather large uncertainties, and should therefore exhibit the same
anomalous behavior seen in the proton data [8, 9, 10, 11]. Indeed, this would be expected for
a pure A resonance contribution (and in fact for any isospin I = 3/2 excitation) in the limit
of zero width, as in Eqgs. 1 and 2, as isospin conservation constrains / = 3/2 amplitudes for
the proton and neutron to be identical. In practice, however, a finite width together with
tails from other resonances give rise to a non-resonant background, and even though it is
smaller for the A(1232) than for higher mass resonances, it will differ for the proton and
neutron, especially at higher Q%. A difference between p — A" and n — A transition form
factors would therefore provide the first hints about the isospin structure of the non-resonant
background. For I = 1/2 transitions, on the other hand, such as to the Roper resonance or
the negative parity S11(1535), measurement of the electro-excitation off the neutron would
allow the first determination of the isospin dependence of resonance production. The largest
uncertainty in extracting the neutron data depicted in Fig. 1 is in fact the assumed value
of 0, /0, for the as yet unmeasured Sj; resonance. A relativistic constituent quark model
prediction for the Si; resonance is approximately constant for Q* > 1.5 GeV? at ¢,,/0, = 0.3
[12].

Although precision electron-proton scattering experiments have been performed in a
straightforward manner with hydrogen targets, it has been necessary to infer experimen-
tal information on the structure of the neutron from nuclear (typically deuteron) data. The
procedure of unfolding neutron data from inclusive nuclear cross sections, via the subtraction
of Fermi motion effects and contributions from various nuclear constituents, leads to ambi-
guities dependent on the models and reaction mechanisms employed. This is particularly
true for measurements in the resonance region at high x and moderate Q2.

To illustrate this, consider the inclusive resonance electroproduction cross section spectra
shown in Fig. 2. These data were obtained at JLab at Q? = 1.5 GeV? for hydrogen and
deuterium targets at matched kinematics. Although the three prominent resonance enhance-
ments are obvious in the hydrogen data, only a hint of the first (the A(1232)) is identifiable
in the deuterium data. At Q% > 2 GeV?, no discernible structure remains in the deuterium
data at all. Neutron extraction from such data requires careful modeling of the resonant and
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non-resonant components for the neutron (as was done with the hydrogen data). Calcula-
tions must account for the nuclear effects of binding, Fermi motion, and nucleon off-shellness,
and the model-dependence introduced by each of these steps leads to a substantial uncer-
tainty in the neutron resonance structure functions. For instance, the deviation of ¢, /0, in
Fig. 1 from unity in the A resonance region is most likely due to model uncertainties. For
this reason, very little neutron resonance transition form factor data exist.

2.2 Quark-hadron duality for the neutron

The importance of the resonance region to the understanding of the quark structure of
the nucleon is well known, and recent developments have emphasized this point even more
emphatically. Measurements [13, 14, 15] at JLab of the unpolarized structure functions F}
and F5 on hydrogen, deuterium and nuclei in the resonance region have established to high
accuracy the remarkable phenomenon of Bloom-Gilman duality down to Q% ~ 0.5 GeVZ.
Also, HERMES has observed duality [16] in the proton spin asymmetry A;. Namely, the
structure functions in the resonance region at low W and @Q? show a striking similarity,
when averaged over resonances, to the scaling structure functions measured in the deep
inelastic region at high W and Q?. This phenomenon is even more remarkable given that
the resonance-scaling duality appears to hold in each of the prominent resonance regions
separately, indicating the presence of duality locally. Although a global version of duality,
with integration over many resonances, can be qualitatively understood in the context of the
twist expansion in QCD, at present the origin of local duality is unclear and the subject of
considerable theoretical interest [17, 18].

The appearance of duality in QCD is usually taken to indicate that the size of higher
twist contributions to structure functions, involving long-range correlations between quarks
and gluons, is small [19]. As discussed by Close and Isgur [18], the higher twist effects are
responsible for the difference between the scaling structure function expressed in terms of
an incoherent sum of the squares of quark charges,

Fy(z) = 2 egqlx), (4)

and that given in terms of squares of form factors, Eqs. 1 and 2, involving a coherent sum
over individual quark flavors,

2

[N (5)

S e, GY
q

In the flavor-symmetric limit, the difference between these dual descriptions, which represents
violations of Bloom-Gilman duality, is precisely due to the presence of higher twist effects.
Diagrammatically these can be represented as off-diagonal quark transitions, in which the
photon scatters from the nucleon with strength proportional to >, €,e,. The experimen-
tal verification of Bloom-Gilman duality for the proton [20] implies that the single-quark
scattering mechanism dominates the interaction above Q% ~ 0.5 GeV2.

On the other hand, it has been observed that for the specific case of the proton, the
sum over the off-diagonal contributions -, egp)e((f ) =0 simply because of the quark charge
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assignments in the proton [18]. This leaves open the possibility that duality for the proton
may not necessarily be an indication of suppression of higher twist effects, but merely the
result of a fortuitous cancellation of coefficients. For the neutron, however, there is no
such cancellation, since - e((l") eéfl) # 0. Furthermore, within a simple harmonic oscillator
quark model, Close and Isgur [18] find that the neutron structure functions should exhibit
systematic deviations from local duality, and that duality should occur at higher W for
the neutron than for the proton. Therefore, data on the neutron structure function in the
resonance region are therefore vital.

Understanding duality could also prove to be crucial for mapping the transition from
hadronic to quark-gluon degrees of freedom, and the measurements proposed here would
allow one to identify the basic principles which underly this transition. Furthermore, if the
systematics of Bloom-Gilman duality are understood quantitatively, duality could provide a
powerful tool for accessing the scaling regime at large x. The proposed measurements would
cover essentially the same Q% region as the original FY experiment in Hall C [13] which so
dramatically confirmed duality for the proton.

2.3 Deep inelastic scattering at large x

Above the resonance region, there are equally important reasons to want to understand the
structure of the neutron. Although a large body of deep inelastic structure function data
exists over a wide range of x and @2, the region x > 0.6 is not well explored. For z > 0.4
the contributions from the gq sea are negligible, and the structure functions are dominated
by the valence quarks.

Knowledge of the valence quark distributions of the nucleon at large x is vital for several
reasons. The simplest SU(6) symmetric quark model predicts that the ratio of d to u quark
distributions in the proton is 1/2, however, the breaking of this symmetry in nature results
in a much smaller ratio. Various mechanisms have been invoked to explain why the d(x)
distribution is softer than u(z). If the interaction between quarks that are spectators to
the deep inelastic collision is dominated by one-gluon exchange, for instance, the d quark
distribution will be suppressed, and the d/u ratio will tend to zero in the limit x — 1 [21].
This assumption has been built into most global analyses of parton distribution functions
[22], and has never been tested independently. On the other hand, if the dominant reaction
mechanism involves deep inelastic scattering from a quark with the same spin orientation
as the nucleon, as predicted by perturbative QCD counting rules, then d/u tends to ~ 1/5
as © — 1 [23]. Determining d/u experimentally would therefore lead to important insights
into the mechanisms responsible for spin-flavor symmetry breaking. In addition, quark
distributions at large = are a crucial input for estimating backgrounds in searches for new
physics beyond the Standard Model at high energy colliders [24].

Because of the 4:1 weighting of the squared quark charges between the up and down
quarks, data on the proton structure function, F¥, provide strong constraints on the u quark
distribution at large z. In leading order,

@) = oY e (o) +a) = o (gule) + 5d@) ()

The determination of the d quark distribution, on the other hand, requires in addition the



measurement of the neutron structure function, F3'. In particular, the d/u ratio can be
determined (at leading order in «;) from the ratio of neutron to proton structure functions,

Fp o 1+4d/u 7)
FP 7 4+dju

provided z > 0.4 (at moderate to low Q?) so that the sea quarks can be neglected. These
kinematics are ideal for measurements at JLab.

In the past, data on Fj' have been extracted primarily from inclusive scattering off deu-
terium. Unfortunately, theoretical uncertainties in the treatment of nuclear corrections have
led to ambiguities in the extracted F3' at large x. In particular, inclusion of Fermi motion
and nucleon off-shell corrections in the deuteron can lead to values for FJ'/FY which differ
by 50% at = 0.75, and by a factor ~ 2-3 at x = 0.85 [25, 26, 27, 28]. This uncertainty is
illustrated in Fig. 3, which shows Fj'/F} extracted from the same SLAC data on the proton
and deuteron structure functions [25], with the nuclear corrections estimated on the basis
of Fermi motion only (squares), taking nucleon off-shell effects into account [26, 28] (dia-
monds), and a model assuming suppression of point-like configurations (PLC) in the bound
nucleon [28] (triangles). The latter is based on a simple relation between the EMC effect in
the deuteron and heavy nuclei [28], and is valid only for < 0.75 where the effects of Fermi
motion are relatively small. The nuclear model dependence is as large or larger than the
spread in the quark model predictions (arrows) as  — 1. The tagged structure function
method for measuring F3' proposed here virtually eliminates the uncertainties from nuclear
models.

2.4 Neutron elastic scattering

The elastic form factors are basic observables that reflect the nucleon’s composite nature. As
with the transition form factors and deep inelastic structure functions, a considerable body
of data now exists on the elastic electric and magnetic form factors of the proton, while
the analogous form factors of the neutron are known much less accurately and over a more
limited range of kinematics.

The magnetic form factor of the proton is reasonably well determined to Q2 = 30 GeV?.
Accurate measurements of the neutron magnetic form factor, G%,(Q?), currently extend
to Q? ~ 5 GeV?, with plans to measure G%,(Q?) to Q? ~ 14 GeV? with an upgraded
CLAS*" detector at the future 12 GeV CEBAF [29]. These experiments involve quasi-
elastic scattering from the deuteron, with measurement of the ratio of scattered neutron to
proton events to determine G%,/G%,. Unfortunately, quasi-elastic measurements at high Q>
require more elaborate treatments of nuclear corrections, including the effects of relativity,
final state interactions, and possible non-nucleonic degrees of freedom.

The nuclear corrections are even more problematic for extraction of the numerically
smaller neutron electric form factor, G%. An accurate determination of G% at high Q? is
vital for a number of reasons, not the least of which is the recent surprising result of a
suppression of the proton electric form factor, G%, relative to Gh, at Q* ~ 3-6 GeV? [30],
and the need to verify whether similar behavior is exhibited by the neutron. Extraction
of G% from inclusive deuterium data has been plagued by overwhelming nuclear corrections

10
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associated with the deuteron wave function [31]. The corrections are more tractable in quasi-
elastic scattering with neutron knockout from the deuteron or He, but nevertheless they
remain important, especially at high Q2. The recent experiments at MAMI, Bates and JLab
measuring double spin asymmetries in quasi-elastic scattering off deuterium and *He targets
allow a nearly model-independent extraction of the ratio G%/G?%,, up to @Q* of about 1.5
GeV2. In future experiments, this method will be extended to even higher 2. However,
to extract absolute values of either G or G}, one needs to measure cross sections. The
availability of a nearly free neutron target for cross section measurements will enable one to
measure different combinations of G, and G7%; at high Q?, essentially free from uncertainties
from nuclear effects as well as neutron detection efficiencies.

3 Tagged structure functions

3.1 Spectator tagging

The measurement of tagged structure functions in semi-inclusive deep inelastic scattering
(DIS) from the deuteron with a slow recoil proton detected in the backward hemisphere,
e+ D — e+p+ X, will allow the resolution of the ambiguities introduced by nuclear model
dependence both in the deep inelastic and resonance (including elastic) regions [32, 33, 34].
Within the nuclear impulse approximation, in which the inelastic scattering takes place
incoherently from individual nucleons, the differential semi-inclusive cross section can be
written as a product of the deuteron spectral function, S, and an effective (bound) neutron

structure function, Fy %) [34]:

do _ 2a2,(1-v/E)
dzdW2dad?pr Q*

(For the full expression for the differential cross section in terms of the transverse and
longitudinal structure functions see Ref. [34].) Here E is the initial electron energy, and v
the energy transfer; W? = (pg + ¢ — ps)? is the invariant mass squared of the unobserved
hadronic final state, with p, the momentum of the spectator proton, p,; the momentum of
the initial state deuteron, and p = py—ps the momentum of the struck neutron. The variable
a = (Es—p?)/M is the light-cone momentum fraction carried by the spectator proton, pr is

a S(a,pr) By W2 02 Q%) . (8)

its transverse momentum component (perpendicular to the direction of ¢), Es = /M2 + p?
is its energy, and M is its mass. The use of the light-cone variable a emphasizes the kinematic
dependence of the structure function at high Q?, since F;(eff)(W2,p2, Q%) = e (x/(2 —
a),pr, @%). In addition, as discussed in Section 3.2.3 below, the dependence on « is only
weakly affected by final state interactions. The degree to which the struck neutron is off-shell
is given by

M2 —p® = 2P0 +2M|e (9)

where ¢ is the deuteron binding energy. In the limit p*> — M? (and a — 1), the effective

neutron structure function Fy (W2 Q2 p?) — ER(W2,Q% M?) = FMz,Q?), the free
neutron structure function. The p? dependence of Fy' (efh) depends somewhat on the theoret-

ical assumptions made about the off-shell behavior of the photon-bound nucleon scattering
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amplitude [35]. To avoid these uncertainties one therefore needs to minimize the degree to
which the struck neutron is off-shell, by restricting oneself to small values of the spectator
proton momentum, p,. At the low momenta proposed in this experiment the uncertainty
associated with the choice of deuteron wave function (or the spectral function, S) is also
expected to be quite small.

3.2 Backgrounds

The choice of backward kinematics for the spectator proton serves to minimize effects from
final state interactions, as well as independent target fragmentation, while the restriction to
small proton momenta mostly eliminates uncertainties associated with the deuteron wave
function and on-shell extrapolation. In this section we consider each of these corrections to
the impulse approximation in Eq. 8 explicitly. Corrections to the impulse approximation from
the breaking of the factorization in Eq. 8 were analyzed in Ref. [36] for the inclusive deuteron
structure function, and found to be quite small (< 1%) for the kinematics considered here.
The total estimated errors to F3' resulting from these corrections are given in Section 5.5.

3.2.1 Target fragmentation

The production of low momentum protons originating from the hadronic debris of the struck
neutron is minimized by enforcing a large rapidity gap between the recoil proton and the rest
of the hadronic debris [33, 37]. Although in the forward hemisphere (current fragmentation
region) there are potentially large contributions from direct quark to proton fragmentation,
especially at low z, in the backward hemisphere (target fragmentation) these are strongly
suppressed. The direct fragmentation contribution is also expected to decrease with decreas-
ing spectator proton momentum.

These features are evident from Fig. 4, where the ratio of the plane wave impulse ap-
proximation (PWIA), corrected for target fragmentation, to the pure PWIA contribution is
shown as a function of the recoil angle, 0,,, of the proton relative to the photon direction.
Clearly, the effects of target fragmentation are relevant only in the forward hemisphere, and
are totally negligible for 8,, > 90°, even for large p;.

3.2.2 Off-shell corrections

In order to minimize theoretical uncertainties associated with extrapolation of the semi-
inclusive cross section to the nucleon pole, it is important that the tagged structure functions
be measured for kinematics where the difference p? — M? is as small as possible. To assess the
potential model dependence of the extracted neutron structure function on the extrapolation
procedure we consider several models based on rather different dynamical assumptions.

In convolution models, off-shell corrections that appear at leading twist originate kinemat-
ically, as a consequence of the nucleon’s transverse motion in the nucleus, and dynamically,
from modifications of the bound nucleon structure. Kinematic off-shell effects can be calcu-
lated with very little model dependence, as discussed in Ref. [38], for instance. Dynamical
off-shell effects, on the other hand, depend on descriptions of the intrinsic deformation of
the bound nucleon structure, and are therefore more model-dependent.
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Figure 5: Ratio R, = Fy“/D(W2, Q2, p?)/Fr(W?2,Q?) of the bound to free neutron structure
functions, as a function of the spectator proton momentum, in the model of Ref. [36].

In the covariant spectator model of Ref. [36], the DIS from a bound nucleon is described
in terms of relativistic vertex functions that parameterize the nucleon-quark-diquark inter-
action (where “diquark” here refers to a system of a nucleon with one quark removed). The
dependence of the vertex functions on the quark momentum and the diquark energy is con-
strained by fitting to the on-shell nucleon (proton) structure function data. The additional
dependence of the vertex function on the virtuality of the off-shell neutron is fixed by com-
paring the calculated deuteron structure function with the inclusive F{ data. The resulting
ratio R, = Fy' (w2, Q?, p?)/F(W? @Q?) of the bound to free neutron structure functions
is shown in Fig. 5 as a function of the momentum of the spectator proton, |p’| = |p|, for
several values of . Here Q? ~ 4 GeV?, although the Q% dependence is rather weak for
Q? > 1 GeV?. Not surprisingly, the effect at low |p;| is very small, with the deviation from
unity increasing at higher momenta. For |p;| =~ 100 MeV/c the effect is < 1% for x = 0.6,
where the EMC effect is more pronounced, and essentially zero for x = 0.3.

A similar model in which the scattering from an off-shell nucleon is described in terms
of a relativistic quark spectral function was introduced in Ref. [38]. In this approach the
bound nucleon structure function is evaluated from the free nucleon structure function at a
shifted value of the quark light-cone momentum fraction, which depends on the mass of the
spectator diquark system, the bound nucleon momentum, and the binding energy [38]. The
resulting ratio R, of the bound to free neutron structure functions is shown in Fig. 6.

The deviation from unity is again small at low spectator proton momenta, amounting to
< 2% for |ps| < 100 MeV /¢, increasing to around 5% for |ps| = 200 MeV/c. In contrast to
Fig. 5, however, the effect in this model is only weakly dependent on x. Similar behavior
to that in Figs. 5 and 6 is also observed in the model of Ref. [39], where the assumption of
weak binding in the deuteron allows one to calculate the off-shell dependence up to order
p?/M?. An important constraint on the size of the nucleon’s deformation in this approach
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Figure 6: Ratio R, of the bound to free neutron structure functions, as a function of the
spectator proton momentum, in the model of Ref. [38].

is provided by the conservation of the number of valence quarks in the bound nucleon,

d [t i, o2 2

d—p2/o dz gy’ (v, Q% p*) =0, (10)
where qii{f ) is the valence quark distribution in the effective nucleon structure function,
FQN (el1), By imposing this constraint, one obtains an overall reduction of the kinematic off-

shell effects whose strength can be located either at intermediate values of x, x > 0.4, as in
the models of Refs. [36, 39], or at low values of x, z < 0.15, as suggested in Ref. [40].
Neglecting the contributions of N N pairs to the deuteron wave function, another estimate
of the role of nucleon off-shellness can be made simply on the basis of kinematics. In the
instant form approach discussed in Ref. [41], the nuclear structure function is related to the
free nucleon structure function, evaluated at a shifted energy transfer, v — ©, which depends
on the degree to which the nucleon is bound (and hence, in the instant form language, off
its energy shell). A shifted value of v corresponds to a shifted value of z and Q? at which
the nucleon structure function is evaluated. The ratio of the structure functions calculated
in the plane wave impulse approximation with the modified variables (PWIA(q)) to that
in which there is no modification is displayed in Fig. 7 as a function of 6, for Q* = 1
GeV2. Once again, one sees that for low spectator proton momenta, |p,| &~ 100 MeV /c, the
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Figure 7: Ratio of bound to free nucleon structure functions, calculated using the model of
Ref. [41]. The spectator proton momentum p is in units of GeV/c.

off-shell modification is less than 1% for all accessible angles. Only when one goes above
|Ds| = 200 MeV /c are there any effects at the < 5% level.

While the off-shell modification of the bound nucleon structure function in the above
models is weak, the color screening model for the suppression of point-like configurations
in bound nucleons [28] predicts somewhat larger deviations from unity of the ratio R,, than
that in Figs. 5, 6 and 7. In this model one attributes most or all of the EMC effect to
a medium modification of the internal structure of the bound nucleon, and little of the
effect to mechanisms such as nuclear binding. On the other hand, since the deviation of
the bound to free structure function ratio from the free limit is proportional to 252 + 2M |¢|
(Eq. 9), sampling the data as a function of 2 should provide some guidance for a smooth
extrapolation to the pole. In practice, considering a momentum interval of 70-200 MeV /c
will allow the dependence on p,? to be constrained. Existing 6 GeV data from the JLab
experiment E94-102 (E6) will in addition constrain the behavior of the bound structure
function at larger |p,?| (for spectator momenta between ~ 250 and 700 MeV /c).

Overall, we expect that the extrapolation from the minimum |ps| ~ 70 MeV /c, where

the bound neutron is only around M — y/|p.?| ~ 7 MeV away from its mass-shell, should
be relatively free of ambiguities. This is also supported by recent *He(¢&, e'p) polarization
transfer experiments at Mainz and JLab [42] which indicate that the magnitude of the off-
shell deformation may be rather small. These experiments measured the ratio of transverse to
longitudinal polarization of the ejected protons, which is related to the medium modification
of the electric to magnetic elastic form factor ratio. Using model independent relations
derived from quark-hadron duality, one can relate the medium modifications in the form
factors to a modification at large x of the deep inelastic structure function of the bound
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nucleon [43], which suggests an effect of < 3% for z < 0.8. The typical momentum of the
knocked out protons in the experiments was ~ 50 MeV /c, although the results of the analysis
were found not to depend strongly on the proton momentum [43]. These considerations lead
us to expect that the extrapolation of the bound neutron structure function to the nucleon
pole should introduce minimal uncertainty into the extracted structure function of the free
neutron.

3.2.3 Final state interactions

Another possible source of uncertainty arises from final state interaction (FSI) effects, or
rescattering of the spectator proton by the deep inelastic remnants, X, of the scattered
neutron. The choice of backward angles is designed to minimize these effects. The magnitude
of FSI effects has been estimated in several models, within the framework of the distorted
wave impulse approximation (DWTA) [44], and in a string-like model which emphasizes the
propagation and hadronization of the partonic debris emanating from the photon-bound
nucleon vertex [45]. The strong suppression of FSIs at backward spectator proton angles is
evident in both of these calculations.

A direct calculation of the FSI contribution to the cross section requires knowledge of the
full dynamics of the spectator proton-X system. In the model of Ref. [44] the effects of FSIs
are estimated by comparing with the calculation of FSI effects in the high-energy 2H(e, 'p)n
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break-up reaction. The effective pX interaction cross section, oss, is approximated [46] by
that extracted from soft neutron production in the high-energy DIS of muons from heavy
nuclei [47], o.p¢ ~ 20 mb. The effect of the FSI is then to modify the spectral function
S — SPWIA [44] where

SPhwiA a,pr ~0) ~ S(a, pr ~0) |1 — Ueff(Qzax) W}d(a? <pT>)¢d(a>0)| ’ 11
(@, pr = 0) ~ S(a, pr = 0) S702) S(a.pr ~ 0/, B2 (11)

with <7’§n> the average separation of the nucleons within the deuteron, E, the spectator

energy, and E,((p%)) = \/ M? + p? 2+ (p%) the energy evaluated at the average transverse

momentum ((p2)/? ~ 200-300 MeV /c) transferred for the hadronic soft interactions with
effective cross section o.s¢. The steep momentum dependence of the deuteron wave function,
|Va(a, (pr))| < |ta(a,pr =~ 0)|, ensures that FSI effects are suppressed in the extreme
backward kinematics.

The effects of FSIs in this model are illustrated in Fig. 8, which shows the ratio of the
light-cone spectral function including FSI effects within the DWIA to that without. At
extreme backward kinematics (pr & 0) one sees that FSI effects contribute less than ~ 5%
to the overall uncertainty of the d(e, e'n)X cross section for v < 1.5. For pr = 0.1 GeV/c
the FSI effects are minimized at o = 1.3, and remain at the < 5% level for values of «
(av = 1.08) typical in this experiment.

A more microscopic treatment of the effective rescattering cross section was also devel-
oped recently in Ref. [48]. Here the FSI due to the propagation of the struck nucleon debris
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and its hadronization in the nuclear environment was applied to the A(e, e’(A—1))X reaction,
in which the residual (A — 1) nucleus is detected in coincidence with the scattered lepton.
For a deuteron target, this process precisely coincides with that considered here, namely
*H(e, e’ N)X. The effective cross section, oy, describing the interaction of the debris with
a nucleon of the (A — 1) spectator system in this approach is both time- and Q?-dependent.

In a color flux tube picture, once a quark is knocked out from a bound nucleon in the
deuteron, a color field stretches between the quark and the remnants of the nucleon, which
is then squeezed by the QCD vacuum into a color tube [49]. If the length of the tube is
much greater than its transverse size, then it can resemble a colored string. In the adiabatic
approximation, the interaction cross section of the string is expected to be of the order of
typical hadronic total cross sections, o.ff ~ 20 — 40 mb. On the other hand, as the string
stretches, it may eventually break into two pieces, with the subsequent creation of qq pairs
from the vacuum. As the string evolves and the process of string breaking continues, the
number of produced hadrons increases with time, leading to an increased overall probability
of interaction [48]. The effective interaction cross section oss is therefore not constant, but
grows logarithmically as a function of time, t.

Going beyond the adiabatic approximation, the deformation of the color string can also
result in the radiation of gluons, which can subsequently decay to gq dipoles [50]. Assuming in
turn that these dipoles give rise to mesons, this process produces an additional contribution
to ocff, which also rises logarithmically with ¢. Including the effects of both color string
breaking and gluon bremsstrahlung, the general expression for o.¢¢ has the form:

Oers(t) = opi + o7 [ () + na(t)] (12)

in which o and 0% are the total nucleon-nucleon and meson-nucleon scattering cross
sections, and ny(t) and ng(t) are the effective numbers of created mesons and radiated
gluons, respectively. The dependence of o.fr on t (or equivalently on z, the longitudinal
distance) and Q? is illustrated in Fig. 9 for z = 0.2. The rise of the interaction cross section
with time (propagation length) is clearly evident. At larger z (x = 0.5) the effective cross
section is reduced by ~ 5% in comparison.

Once the effective cross section of the interaction of the quark debris with the nucleons
is defined, the standard eikonal approximation can be used to evaluate the cross section by
replacing the struck nucleon momentum distribution with the distorted momentum distri-
bution [51],

2

1 S, I
(P)S(F)Xy exp(=ips - 7)|  (13)

3(2

SPWIA(p> SFSI( s —

where the relative coordinate 7 = b+ 2¢/|q] is defined in terms of the longitudinal, z, and
perpendicular, I;, components, with the z axis along ¢. Here x is the spin wave function of
the final state, and S(7) is the S-matrix describing the final state interaction between the
debris and spectator nucleon,

S(F) =1—0(z) 2! f}&?— iB) exp(—b%/2b2) (14)
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Figure 10: The momentum and angular dependence of the ratio S¥S1/SPWIA " at Q2 =
5 GeV? and x = 0.2 (after Ref. [52]). Left panel: dependence on spectator momentum, for
the t and Q? dependent o.;; (solid), and a constant o.;; = 20 mb (dashed). Right panel:
dependence on the angle between the spectator proton and the virtual photon direction.

where (3 is the ratio of the real to imaginary parts of the scattering amplitude, and the step
function 0(z) arises from the high energy approximation of the Glauber theory. The above
equations can also be used to calculate quasi-elastic scattering by replacing the debris-nucleon
cross section with the nucleon-nucleon cross section.

The effects of FSIs in this model are illustrated in Fig. 10, where the ratio of spectral
functions with and without FSI corrections is shown as a function of |p;| and 6. The results
using the ¢ and Q? dependent effective cross section in Fig. 9, and those with a constant
cross section o,y = 20 mb, are indicated in the left panel by the solid and dashed curves,
respectively. For low spectator momenta, |ps| < 100 MeV /c, the effects at backward angles
(0 > 130°) are quite small, < 5%, for both models. At larger momenta, |p| ~ 200 MeV /c,
FSIs introduce some 20-30% enhancement of the spectral function. The effects of FSIs
become dominant at perpendicular angles, 8 ~ 90°, where for |py| = 200 MeV /c they reduce
the ratio of spectral functions by some 75%. In particular, the results are quite sensitive to
the value of o.s¢ at these angles, increasing the effect of F'SIs by a factor 2-4 over the range
|ps| = 100-200 MeV/c for the t-dependent cross section [48] compared with the smaller,
constant o,y = 20 mb value. Of course, the study of FSIs and hadronization effects is
interesting in its own right, and can be pursued by focusing on the kinematic region around
6 ~ 90°. On the other hand, the results of both the model calculations in Figs. 8 and 10
give us confidence that even with a relatively large uncertainty in o.ss, the effects of FSIs
at backward angles are less than 5% for |p,| < 100 MeV /c, and therefore constitute a small
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correction to the impulse approximation in Eq. 8.
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Figure 11: Effect of FSIs on the FE};, dependence of the extrapolated neutron structure
function, normalized to the on-shell structure function, at extreme backward angles. The
dashed and dotted lines represent the color screening [28] and color delocalization [53] models,
respectively; the curves with the squares contain FSI effects.

The combined effects of FSIs and nucleon off-shell deformation on the extracted free
neutron structure function are illustrated in Fig. 11, where we plot the effective ] at = 0.7
and Q? = 4 GeV? normalized to the free value as a function of the kinetic energy of the
spectator proton, Fy;, = p2/2M. The dashed and dotted lines represent the color screening
[28] and color delocalization [53] models, respectively, and curves with the superimposed
squares contain FSI effects calculated in the model of Ref. [44]. Since the off-shell effects
in these models are generally larger than in the models of Figs. 5, 6 and 7, the size of the
effect shown here is likely to be an upper estimate. For the proposed kinematics of this
experiment, the range of spectator proton momenta would correspond to Ey;, between 2.5
and 5 MeV. With several data points in this range, the measured tagged neutron structure
function can then be extrapolated into the region of negative values of Fy;,, in analogy with
the Chew-Low procedure for extracting the pion cross section from p(e,e'm)X data [54].

22



Since from Eq. 9 M? — p? ~ 4M(|e|/2 + E}n), the pole of the off-shell neutron propagator
(indicated in Fig. 11) in the PWIA amplitude is located at E? = —|¢|/2. The virtue of such
an extrapolation is that, unlike the PWIA amplitude, the scattering amplitude containing
final state interactions will not have a singularity at Eff,lf. Thus, isolating the singularities
through the extrapolation of effective structure functions into the negative spectator kinetic
energy range will suppress the FSI effects in the extraction of the free £, independent of
the model for the FSIs. Work on refining this procedure is currently under way [55]. Fig. 11
demonstrates that such an extrapolation can be done with the introduction of less than

~ 2% systematic error.

4 Experimental Setup and Recoil Detector

4.1 Proton Recoil Detector and Target

Figure 12 depicts the proposed proton recoil target—detector package situated in the Hall B
CLAS spectrometer. The package consists of a thin deuterium target surrounded by a radial
time projection chamber (RTPC) for the detection of low-momentum, backward-angle, recoil
protons. The entire package is relatively small. The barrel is 20 cm long and about 13 cm in
diameter. It will be situated at the standard Hall B target position, and inside the solenoid
designed for the DVCS experiment (E01-113). Details of this new recoil detection system
are discussed in detail below.

Figure 12: Thin deuterium target and radial TPC for proton detection shown inside CLAS
using the planned DVCS solenoid.
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4.2 Deuterium Target

Deuterium gas at 7.5 atm will be contained in a 4 mm diameter tube inside the recoil detector.
The target tube will be 10 cm long, placed at the downstream end of the detector. This
allows the detection of predominantly backward angle protons in the range 90-160 degrees.
We plan to make the tube of readily-available 50 micron thick Kapton. Such a tube has
been tested to 23 atm, the maximum possible in the available testing apparatus. Therefore,
it may retain its structural integrity at even higher pressures. Work has also been done to
develop thin (few micron) nickel foil target tubes, and these may provide a viable alternative
to Kapton.

4.3 Mogpller Solenoid

Both the target and the spectator proton detector will be located inside the 30 cm long
solenoid under development for the approved DVCS experiment E01-113 in CLAS. The
longitudinal magnetic field from this solenoid will suppress Mgller electron background in
both the recoil detector and in the forward Region I drift chambers. It will also help us
to separate tracks from low-momentum pions and other light particles from the spectator
protons of interest, since the former will be bent sideways appreciably, leading to tracks that
can be clearly identified with the proposed tracking detector.

Because the luminosity of the proposed experiment is much lower than that of E01-
113, and because particles at small forward angles need not be detected, we can use a much
lower magnetic field than the 5 T envisioned for E01-113. We assume a longitudinal field of 2
Tesla which would curl up all Mgller electrons below 20 MeV /¢ before reaching our detection
volume. However, our detector will work at much higher fields, and we can determine the
optimum setting with beam on target.

4.4 Radial TPC Spectator Proton Tracking Detector

Low momentum spectator protons lose energy rapidly as they pass through matter, and
therefore they leave short tracks or no tracks in solid detector components. In gas detectors
however, ionization trails of significant length are readily achieved as the particles pass
entirely through, or gradually slow down and stop, in the detection medium. Multiple
measurements along a track provide a wealth of information about the particle that created
it. Therefore, a promising spectator detector would be a gas chamber with appropriate
geometry and minimal material. It would provide position and timing information sufficient
to identify backwards-going particles and connect them to an outgoing electron detected in
CLAS. Associated information about the particle’s rate of energy loss (dE/dx) can provide
compelling discrimination between protons and lighter charged particles.

A gas chamber configuration that provides all of these needs is a radial time projection
chamber (RTPC). A diagram of the proposed detector is shown in Fig. 13. In outline, it
consists of a pair of concentric cylinders with the annular space between the cylinders con-
taining a sensitive gas. The cylinder’s axis would be placed along the beamline. Charged
particles produced at large (especially backwards) angles pass through the gas and leave
a trail of electron-ion pairs. An electric field between the cylinders forces the electrons to

24



Pad Readout Option

UUUUUUUUUUUUUUUUUUUUUUUUUUUU
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDDDDDDD
mmmmmmmmmmmmmmmmmmmm

Target Tube

Beamline

Stereo Strip Readout Option

Figure 13: Sketch of the radial time projection chamber for BONUS. In this figure the upper
portion shows pad readout while the lower portion shows readout by two planes of strip
electrodes providing stereo coordinate measurements.

drift towards the outer cylinder where appropriate electrodes cause avalanche multiplication.
The resulting signal is collected on the outer surface by either individual pads or a stereo
arrangement of conductive strips. The locations of the pads (strips) provides position infor-
mation (azimuthal angle ¢ and distance z along the beam direction) for the collected drift
electrons, and the times of their arrivals provide a measure of the radius (r) at which they
were produced. A string of pads giving signals constitutes multiple position measurements
along the particle’s track. By recording the amount of charge produced along the track one
can estimate dE/dx and thereby constrain the mass of the particle that produced it.

4.4.1 Conventional Time Projection Chambers

The physical processes involved in TPC operation (notably electron drift and diffusion) have
been well-understood for many years. In most instances TPCs are cylinders with the electric
(drift) field parallel to the axis. This is especially advantageous when the TPC is placed
within and parallel to a solenoidal magnetic field (B), since the electrons are constrained to
drift along a line of magnetic flux and therefore suffer very little transverse diffusion during
their long transit to a readout device on one of the cylinder ends. The readout devices include
multiwire proportional counters with cathode pads or strips, micro-strip gas chambers, and
gas electron multipliers (GEMs).

TPCs are typically slow devices, owing to the electron drift velocity in most gases (a few
cm/us or less at atmospheric pressure). A 1 m long TPC may require 100 microseconds for
complete electron drift. However, the slow drift speed provides fine position resolution. The
large number of measurements on each track allows tracks to be recognized and correctly
associated with other tracks from the same event even when multiple events occur during
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one drift time interval.

4.4.2 Radial TPC for BONUS

For BONUS a modified concept for the TPC is required. Although the BONUS spectator
detector will sit in a solenoidal B field, the primary function of this field is to curl up
Mgller electrons, not to enable magnetic spectrometry. As a result, the field we have to deal
with is far from uniform. Drift electrons trapped on B field lines would follow a long and
complicated path towards the endcaps where sensors would normally be placed. Furthermore,
even though a TPC for BONUS may be only 20 cm long, the time required for electrons to
drift this distance may be too long for the charged particle rate expected in the detector.

A radial TPC, however, seems to be a natural match for the BONUS requirements. By
drifting radially outward, across the B-field lines instead of along them, the electron drift
distance is kept short so that understanding the electron trajectories is simplified. Since the
drift distance is only 2-3 cm, the drift time is small, on the order of 2 us or less. Even with
a few MHz background, the detector volume would contain charge from fewer than 10 tracks
at any given moment. Electrons drifting through the crossed B and E fields will undergo a
net deflection at the Lorentz angle, but this is a tractable problem to analyze.

Finally, although a radial TPC is a new concept for a spectator proton detector, it is not
a new idea. A much larger version of what is proposed here was investigated by the Hall D
collaboration. Diffusion over the long drift path of their detector would have made the
position resolution insufficient, however. In the BONUS RTPC, drift distances are short and
position resolution of only 1 mm is sufficient and easily achieved. The STAR collaboration
at RHIC investigated RTPCs, then built and installed two of them (the Forward Time
Projection Chambers, or FTPCs). The pair is used to measure very forward /backward tracks
in RHIC’s nucleus-nucleus collisions. Each one is 1.2 m long and about 60 cm in diameter, yet
provides 1 mm spatial resolution. A reconstructed Au-Au event, demonstrating successful
reconstruction of some 500 tracks, is shown in Fig. 14. The detector we propose for BONUS
is smaller and simpler, and will directly benefit from the experience at STAR with the FTPC
itself, and with the readout electronics used with it.

4.4.3 Preliminary Design

As shown in Fig. 13, the sensitive volume of the BONUS RTPC will be an annulus with
inner radius ~ 4 cm and outer radius ~ 6 cm. The 20 cm length (shown in the figure) will
extend beyond the target in order to provide coverage from 90° to 160° for the entire target.
The 4 cm space between the target vessel and the inner cylinder will be filled with helium
to minimize the scattering and energy loss of particles before they enter the detector. This
space also serves as a dead zone in which Mgller electrons can be curled up without affecting
any detector elements. The outer radius (the inner radius of the RTPC) may be altered as
we proceed with simulation and prototyping studies.

The inner cylinder of the RTPC, which serves both as a gas barrier and as the first drift
electrode, will be 50 pum or less kapton plated with 5 ym gold. Outside ~ 2 cm of sensitive
gas (probably 50/50 neon-DME) will be the first of two GEMs. Another ~ 0.2 ¢cm out
will be the second GEM followed by the readout pads or strips ~ 0.2 cm later. Although
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Figure 14: Reconstruction of the Secondary Tracks from a Au-Au Collision in one of the
STAR Forward Time Projection Chambers.
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each of these four cylindrical electrode assemblies will be largely self-supporting, they will
be constrained by precisely machined endcaps and by radial frames spaced periodically in
azimuth. The frames will deaden a small and quantifiable part of the chamber volume.

GEMs were chosen as the readout sensors because they are mechanically simple and
lend themselves naturally to a curved geometry. A GEM is fabricated by chemically etching
closely spaced tiny holes through a kapton sheet clad on both surfaces with a thin layer of
copper. A modest voltage (few hundred volts) between the two conductive layers produces
a large electric field in the holes. Ionization electrons which enter the holes on the negative-
biased side of the GEM initiate a gas avalanche within the holes resulting in a large number of
electrons being emitted on the positive side. These secondary electrons can be directed onto
a pickup electrode a short distance away, or into another GEM for further amplification.
The pickup electrodes collect the resulting charge cloud. Electronics connected to these
electrodes sense the charge and record its magnitude and time of arrival.

After significant developments over the last few years [56] under the direction of F. Sauli
at CERN, GEMs are now deployed in a number of physics experiments. Notably, a large
array of multi-stage GEMs[57] is being used in the COMPASS experiment at the CERN
SPS. The BONUS spectator detector would use GEMs wrapped around a cylindrical frame
to form a curved surface. Although nobody has used a curved GEM to date, it seems to be
a natural extension of the technology and no difficulties are foreseen [58]. Our collaboration
with F. Sauli on this detector project will go a long way to ensure that the optimum solution
will be found.

The precise geometry of readout electrodes for BONUS is not yet determined. One
method which will clearly work is to place an array of regularly spaced pads or short strips
distributed uniformly over the surface of the readout cylinder. This is very similar to the
readout scheme in use in the STAR FTPC, which instruments 9600 pads in each radial
TPC. However, given the smaller size of the BONUS device, it may be possible to collect
the charge on two arrays of conductive strips placed on the outer cylinder. Drawing upon
technology developed for COMPASS, it is possible to place the two arrays on the inner and
outer surfaces of the cylinder at stereo angles to one another and cause them to equally share
the amplified charge clusters. This would provide two stereo views of the collection cylinder
surface, thus providing ¢ — z and dE measurements, with a modest number of electronics
channels. Concerns over ambiguities due to multiple tracks suggest that pads are the best
option, but further analysis and simulation are required before we can determine whether
pads or stereo strips are most appropriate for BONUS.

4.4.4 Readout Electronics

The electronics used to read out the RTPC must provide both charge and time information.
This problem has been solved for the STAR FTPCs and the main STAR TPC by a system
of charge preamplifiers whose output is fed to a switched capacitor array (SCA). The SCA
is clocked at 5 MHz, causing the charge collected in each = 200 ns interval to be transported
in a bucket-brigade fashion through the chain of capacitors. Upon receipt of a trigger signal,
charge stored in the appropriate capacitors is digitized and the results are passed to the
data acquisition system. Readout of this system takes about 10 milliseconds. An upgrade
is currently planned for the main TPC which will use flash ADCs and digital storage to
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significantly reduce the readout time. Such a system has been developed for the ALICE
experiment at CERN [59]. A similar (or identical) readout system could be applied to the
BONUS RTPC. Discussions about this possibility are currently ongoing with members of
the STAR collaboration.

4.5 Cost Estimate

It is estimated that the radial TPC and target will cost less than $270,000, as follows: Our
TPC barrel is 20 cm long, with an outer diameter of 13 cm and circumference 40.84 cm. Our
pad sizes are projected to be 0.5 cm in z and 0.4 cm (3.5 degrees) in ¢. We expect, then,
to require 40 z pad rows and 103 ¢ pad rows, for a total of 4,120 pads. The Brookhaven
STAR TPC electronics cost for everything up to the VME interface was $14.50 per channel
in 1997. Assuming an 8% per annum increase to this, we estimate $21.31 per channel for a
total RTPC front-end electronics cost of $87,797. We suggest $15,000 for GEM development,
and the RTPC mechanics are estimated to cost $50,000. The RTPC and target calibration,
gas and cooling systems are estimated to cost $100,000. Finally, the target mechanical design
and construction is estimated to cost $15,000, for a total combined cost estimate of $267,797
without contingency. With a 50% contingency, this total will change to $401,695.

We stress that our estimate is based on current design specifications, which may be
improved. It is possible to use strip readout, for example. However, we can not think of a
probable design change which would cause the cost to rise up significantly from this estimate.

Fabio Sauli has already sent a GEM to Jefferson Lab and, therefore, prototyping can
begin immediately. This will allow a clearer breakdown of costs in the near future.

4.6 Alternative Detectors, Silicon

Although the collaboration believes that a radial TPC such as that outlined here would be
the best device for accomplishing the goals of this experiment, we note that a cube of silicon
strip detectors could be used as well to measure the spectator protons. This detector would
have good energy resolution. Timing resolution better than 1 ns could be achieved, allowing
for good background rejection for coincidence with scattered electrons. Two layers of silicon
detectors are envisioned; the first will be 70 microns thick and the second 500 microns thick.
Protons up to 85 MeV /c will stop in the first layer, so tracking will not be possible without
knowing the electron vertex. Background rejection will depend on the coincidence timing.
Protons above 85 MeV /c will leave a signal in both layers, allowing a rough determination
of the vertex. Silicon detectors could handle a rate of 10 kHz/cm?, and have been used at
CERN to withstand 10'® protons / cm? with a special coating.

Silicon detectors are robust and reliable, and could prove a viable alternative to the
radial TPC. Such an alternative, however, would most likely be more expensive. Dead
regions would exist for readout and corner areas of such a detector, but the active area could
be optimized and dead space is not expected to be a serious problem. A real design effort
would be necessary to optimize the detector layout, dimensions, and framing to minimize
dead space.
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4.7 Engineering Run Request and Experiment Time Line

We request an additional 5 days of engineering beam time prior to the BONUS experiment.
This engineering run will allow us to verify a variety of crucial capabilities of the BONUS
detector. We need to substantiate the TPC’s ability to detect the very important low
momentum protons (VIPs), and to detect them in the presence of hadronic background. We
need to test the accuracy of our rate predictions, signal to background, and to quantify the
use of timing, particle ID, and vertex resolution to accurately measure the outgoing proton
associated with the electron event. We can also optimize the magnetic field required, check
the coincidence with the electron trigger, establish time and distance calibrations for the
TPC, and debug in advance any unforeseen difficulties associated with the commissioning of
such a complicated new detector in the experimental environment.

This engineering time will require the solenoid as well as an RTPC prototype, and will
therefore be optimally scheduled either directly prior or subsequent to the DVCS experiment
E01-113. We need some dedicated time for our target and detector configuration as well.

If the DVCS experiment runs in Spring 2004, this is a reasonable time scale for the
engineering run. Should this proposal be approved now, we would have slightly more than
a year for TPC and target design and prototyping prior to the engineering run. We believe
this time to be more than adequate for prototype development. It is hard to estimate the
time required between the engineering run and the full experiment without knowing the
engineering results, but we estimate about six months.

5 Expected Results

In this section, we describe the details of our simulation of the proposed BONUS experiment.
In particular, we show that we can achieve sufficient resolution in all relevant kinematic
variables and adequate statistical and systematic precision for the kinematic bins of interest.

Fortunately, many parameters of relevance (electron acceptance and resolution, recon-
struction of proper kinematic variables, singles and coincidence rates) are already well- known
from the preliminary analysis of experiment E94-102 ( “Inelastic electron scattering off a mov-
ing nucleon in deuterium”, S. Kuhn and K. Griffioen, spokespersons). This experiment took
all of its data in Spring 2002 as part of the E6 run group.

5.1 Preliminary Results from the E6 run period

Experiment E94-102 was proposed to measure scattered electrons in coincidence with emis-
sion of a fast proton moving backwards relative to the direction of the momentum transfer.
The physics motivation for the experiment was to check the validity and limitations of the
spectator model, gain information on the modification of the structure function of the neu-
tron due to off-shell effects, and to test the high-momentum part of the wave function of
deuterium for exotic components. Since the experiment used the standard CLAS configura-
tion, only recoil protons with momenta above about 250 MeV /¢ could be reliably detected
and reconstructed. Therefore, £94-102 is truly complementary to the present proposal, since
the momentum coverage for backward protons begins above the range covered by the exper-
iment proposed here. Data from E94-102 will be extremely valuable to test deviations from
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eba Target Cell

Figure 15: The E6 target cell with plumbing exposed (left) and with heat shields in place
(right).

the simple spectator picture assumed for BONUS. Apart from this different emphasis, the
two experiments have many common aspects, and therefore the expertise gained in running
and analyzing F94-102 is invaluable.

The experiment ran as part of the E6 run group in JLab’s Hall B with a 5.75 GeV
unpolarized electron beam and an average beam current of 8 nA. The main target was a
liquid deuterium cell of 5 cm length (see Fig. 15). This target was developed specifically for
E6, with a minimal amount of material in the backward region. The resulting luminosity
was close to L = 1.1 x 10**em~2s7!, more than twice what we propose here. The trigger
was given by a coincidence between Cherenkov counter (a signal of at least 1 photo-electron)
and electromagnetic calorimeter. We also required a track candidate in the sector of the
calorimeter hit (Level 2 trigger). The trigger rate for this wide open electron trigger was
about 3000 Hz and the deadtime was usually less than 13%. We plan to run with very similar
conditions for the proposed experiment, which will yield a comfortably low dead time and
data acquisition rate (as well as lower backgrounds) due to the lower luminosity. The open
trigger will allow us to scan our data for a wide variety of final states in addition to inclusive
electrons.

Data were also taken with a liquid hydrogen target (for the purpose of momentum cor-
rections and cross section normalization) and with an empty target for the purpose of back-
ground subtraction. Most of the data were collected with in-bending torus polarity (as
proposed here), but E6 also took some exploratory data with electrons bending outward. In
40 calendar days of running the experiment collected a significant amount of data (Table 1)
that will be beneficial in conjunction with the data from the proposed experiment.

As of October 2002 the E6 data set was in the stage of preliminary analysis. Based
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Target Magnet Setup | Data Collected (mC) | Data Collected (triggers x 106)

Liquid Deuterium (LDz) 2250 A 9.4855 4055.43
LDy 2250 A 0.7793 452.87
Liquid Hydrogen (LHz) 2250 A 0.6622 209.31
LH, -2250 A 0.2436 66.14
Empty (E) 2250 A 2.9387 77.83
E -2250 A 0.4703 78.51
Total LDs - 10.2448 4508.3
Total LHy - 0.9058 275.45

Table 1: E6A accumulated statistics

Chi2 / ndf =21.98/18

300 Constant = 264.3 + 5.577
Mean =0.9376 * 0.0007362
Sigma =0.02899 + 0.00131
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Figure 16: Invariant mass spectrum for the hydrogen target.
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Figure 17: Reconstructed z vertex of the electron vs. that of the proton.

on ~15% of the deuterium data analyzed with preliminary calibration constants, several
quantitative results relevant to this proposal were extracted.

The preliminary analysis provided information on the electron momentum and vertex
resolution. The resolution of the elastic peak in the invariant mass spectrum for the hydrogen
target after preliminary calibration, angle and momentum corrections was determined to be
about 29 MeV (Fig. 16). The standard deviation of the reconstructed z-vertex of the electron
was found to be &~ 1.8 mm (Fig. 17), while that of the proton was about 5 mm due to multiple
scattering. The spatial and momentum resolution are similar to what we expect for BONUS.

We developed fiducial cuts in the kinematic variables to exclude regions of CLAS where
the trigger and detector efficiency were small or varying rapidly. We also developed a set
of electron ID cuts based on the signal height in the Cherenkov counters and the ratio of
energy deposited in the electromagnetic calorimeter over momentum. We estimate that the
remaining pion contamination for these cuts is at most 2%. We used the same cuts for our
simulation of the proposed experiment.

The fiducial cuts determine the kinematic coverage of E6 (Fig. 18a). The electron kine-
matic coverage will be very similar for the proposed experiment. The statistics accumu-
lated during E6 are sufficient to bin the observables in the kinematic constants of interest
(Fig. 18b). The number of reconstructed electrons per trigger is about 3.5% which trans-
lates to 100 scattered electrons per second. The rate will be 20 electrons per second at the
luminosity of BONUS since we will use a higher torus field (for better resolution) which will
reduce the coverage at low Q? where the rate is highest.

During E6, roughly 0.24% of all electrons were in coincidence with a backward-moving
proton above 250 MeV/c (requiring both an angle above 90° relative to the beam direction
and above 110° relative to the q vector). This result agrees quite well with the coincident
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Figure 18: (a) Kinematic coverage in momentum transfer squared (Q? in GeV?) vs. invariant
mass (W in GeV) for experiment 94-102. The coverage for the proposed experiment will be
very similar. (b) Light-cone fraction of the struck quark (&) vs. light-cone fraction of the
spectator proton («) for E6. The coverage for the proposed experiment will be concentrated
between v = 1.0 and o = 1.1.

rate of 0.27% predicted by our simulation for the E6 case, giving us confidence in the relia-
bility of our code. Roughly 2/3 of the measured coincidences were real and 1/3 accidental.
The accidental rate can be further suppressed by using timing, energy loss and vertex in-
formation on the proton candidate. Based on a coincidence time window of about 20 ns for
E6 conditions we estimate that the measured accidental coincidence rate corresponds to a
hadronic singles rate of about 0.05 per us. Since E6 was only sensitive to roughly 5% of
the total momentum distribution in deuterium above 60 MeV /c, this translates to a total
hadronic rate of 1 MHz above that threshold. Due to the lower luminosity in the proposed
experiment, we expect a substantially lower rate of about 0.4 MHz.

As the last step of the preliminary analysis of E6 data, we use the measured backward
proton momenta to calculate the invariant final state mass of the struck neutron in the
spectator picture. This improved the resolution of the invariant mass of the unobserved final
state substantially compared to the case where we calculated it simply assuming the struck
neutron to be stationary (see Fig. 19). This is an indication that the kinematic corrections
based on the spectator model seem to work well even at the high spectator momenta of E6.

5.2 Monte Carlo Simulation

We developed a Monte Carlo simulation for the proposed experiment to determine expected
count rates, kinematic coverage and resolution. The event generator for this simulation uses
a parameterization of the world’s structure function data on protons and deuterons and a
realistic model of the deuteron momentum wave function (based on the Paris potential) to
produce both inclusive electron scattering events and electron—backward proton coincident
events distributed according to the cross section.

The electron acceptance was determined by using the same fiducial cuts (based on initial
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Figure 19: Invariant mass distribution (W in GeV) of the unobserved final state calculated
using the spectator momentum to determine the momentum of the struck nucleon [black
points] compared to the conventional invariant mass, calculated assuming the struck nucleon
is stationary [red points].
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Figure 20: Expected number of counts for the proposed experiment in 20 days of ideal
running at 6 GeV, plotted as a function of the spectator momentum p, (left) and as a
function of the angle between the spectator direction and the q vector, 6,,, (right). Cut 1
(squares) contains all events where an electron is detected within fiducial cuts and a proton
is emitted at more than 60 MeV/c momentum and at more than 90° with respect to the
beam direction. Cut 2 (circles) also requires that the spectator momentum is below 100
MeV/c and 6,,, is more than 110°. The final Cut 3 (triangles) requires that the spectator is
detected within the acceptance of the proposed recoil detector.
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momentum and direction) as in E6 (see previous subsection). This method avoids time
consuming GEANT simulation since the fiducial cuts are well within the region of uniform
CLAS acceptance and efficiency. We could show that both inclusive electron rates and
electron—proton coincidence rates predicted by our analog simulation of E6 were within 20%
of the measured results, which is sufficiently accurate for the present purpose of estimating
rates. The electron momentum resolution was taken to be the same as for E6 (0 ~ 29 MeV
in W for the elastic peak) since our running conditions will be very similar (actually better
for the proposed experiment due to the smaller rate and higher torus field). The electron
vertex was assumed to have a sigma of 2 mm, again the same as measured in E6.

The backward protons above an initial momentum of 60 MeV/c were followed through
a simple simulation of the target and recoil detector system. Both energy loss and multiple
scattering in all components of the target and detector were taken into account, as well as
the curvature of the track in the solenoid field. Protons that penetrated the active region
of the detector by at least 1 cm were counted. For the final data sample discussed below,
we considered only protons below 100 MeV /c initial momentum and with a scattering angle
of more than 90° relative to the beam and more than 110° relative to the direction of the
momentum transfer vector. These very important protons (VIPs) correspond to scattering
events off nearly on-shell neutrons, with very little uncertainty from final state interactions
and off-shell effects (see Section 3). Fig. 20 shows the spectator momentum acceptance of
the proposed experiment according to our simulation.

It is important to note that we will be able to separate pions from protons in our RTPC
detector up to momenta of at least 200 MeV/c by comparing the track curvature in the
solenoid field and the energy loss in the active detector volume. We will thus be able to
make a direct connection with the momentum range covered by E6, which will allow us to
study in detail the onset of off—shell effects and other deviations from the simple spectator
picture and to pin down the extrapolation curve shown in Fig. 11 at the high momentum
end.

5.3 Resolution

In the proposed experiment, we will use the track curvature in the solenoid field to separate
protons from pions with similar energy deposit (and therefore much lower momentum) in
the active detector region. On the other hand, we can use the deposited energy to calculate
the initial momentum of the proton (once its identity has been established). With a 25%
resolution on the deposited energy, we can achieve a resolution Ap/p = 10%x (p/100 MeV /c),
more than sufficient for the purpose of kinematic corrections for the initial state motion of the
unobserved neutron. We are confident that the proposed TPC will have sub-mm resolution
on all track parameters. However, if we assume as a worst—case scenario that the resolution
on both the track beginning and track end in the 2 cm active region is determined by the
longitudinal pad size, o, = 4 mm/ V12, we can still extrapolate the proton vertex to about
5 mm resolution, even including multiple scattering. This will yield a suppression of about
a factor of 5 for accidental coincidences by requiring the proton and electron vertices to be
within 1 cm of each other. Once a proton has been identified as being in true coincidence
with a scattered electron, we can use the superior electron vertex reconstruction and the
average track position inside the TPC to determine the scattering angle to about 3° to 4°
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precision. The resolution in ¢ will be even better due to the narrow beam width and the
smaller pad size in that direction.

Taken together, we will resolve the initial backward proton momentum to substantially
better than 10 MeV /c and the relative angle between the direction of q and the proton to
about 2°. This results in an additional uncertainty on the reconstructed missing mass W
of the unobserved neutron of about 11 MeV at the elastic peak and less than 10 MeV in
the resonance region for the 4 GeV run, and about 50% more for 6 GeV. This additional
uncertainty is a minor contribution to the overall resolution which is dominated by the
electron reconstruction and will be around 20 MeV for 4 GeV and 30 MeV for 6 GeV. Both
the light cone momentum « of the spectator proton and the inferred scaling variable x for
the struck neutron will be determined to better than 1% precision.

5.4 Background Events

The largest potential source of background events comes from Mgller electrons. We will
set the magnetic field of the solenoid to curl up the vast majority of these electrons (up to
20 MeV). The remaining higher-momentum Mgller electrons will move forward at an angle
below 9° and therefore miss the RTPC recoil detector. All Mgller electrons will be stopped
in the downstream beam collimator. Any remaining electrons will be minimum ionizing and
therefore easily distinguished from the slow protons we are interested in.

Low momentum pions could also potentially create a background contribution. They are
unlikely to come from high momentum transfer interactions, i.e. they are not likely to be in
true coincidence with the scattered electron. Therefore, they can be considered a part of the
overall uncorrelated hadron singles rate which we estimated in the subsection on E6. Very
low momentum pions will curl up in the solenoid field and not reach the recoil detector. At
somewhat higher momenta (above 20 MeV/c), they can deposit a relatively large signal in
the drift region of the TPC; however, they will be bent by a large angle in ¢ which can be
easily detected using the azimuthal track length in the TPC. At momenta above 30 MeV /c,
their energy loss in the active volume will be much smaller (by at least a factor of 3) than
that of any of the protons of interest (VIPs).

The background contribution from entrance and exit window of the target can be sup-
pressed by vertex cuts or subtracted using empty target runs. We will also use runs with
hydrogen instead of deuterium as target gas to study additional background sources (as well
as for calibration purposes).

The most important remaining background will be from accidental coincidences between
scattered electrons and unrelated hadrons (pions and protons). Extrapolation from the
results from E6 (see Section 5.1) yields a rate of about 400 kHz for these hadrons above
60 MeV/c. About 22% of this rate will be below 100 MeV /¢ and within the acceptance of
our recoil detector. We will be able to discriminate against hadrons which are more than
+100 ns out of time with the electron by extrapolating the arrival time of the drift electrons
back to the entrance of the drift region. This yields an overall probability of 1.8% for an
accidental hadron to be in time with a detected electron. This number is to be compared
with a true coincidence rate of about 2.3%. The accidental rate will be further suppressed
by eliminating pions (see above) and by applying a cut of £1 cm on the difference between
proton and electron vertex, yielding a true to accidental ratio of at least 5:1. This background
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can be measured by studying out—of-time and vertex—displaced coincidences and by varying
the beam current (since the accidental rate varies like the luminosity squared). We can thus
subtract the contribution of accidental coincidences from our signal with only slight increase
in the statistical error (by about 20%).

5.5 Systematic errors

We need to know the total luminosity to extract cross sections from our data. In addition,
uncertainties in the overall acceptance and trigger and cut efficiencies enter the cross section
error. Typical experience with previous CLAS experiments show that an overall error of
about 5% on extracted cross sections can be achieved. We will use quasi—elastic d(e, e’p)n
events (scattering off the proton) as well as elastic scattering off the neutron with spectator
proton detection at low Q? to normalize our results and thereby minimize this systematic
error.

A second systematic error comes from the acceptance and efficiency of our proton recoil
detector. We will model the detector and calibrate it using kinematically complete events
(e.g., d(e, e'pst™)p). We estimate another 5% uncertainty from this source. In addition, the
extracted cross section on the neutron depends on the integrated probability of the deuteron
wave function in momentum space over the acceptance of our detector. The variation from
different microscopic models of the deuteron for that probability to find a proton above our
threshold of about 60 MeV/c is less than 1%.

The combined uncertainty from the sources discussed so far is about 7%. However,
we can reduce this uncertainty substantially by normalizing our results for the neutron
structure function F3' at low z (high W) to existing data from inclusive electron scattering
on deuterium. In this region, the correction for nuclear effects is small. We estimate a
remaining error of less than 3% on the combined effects discussed above.

Additional theoretical errors come from deviations from the simple spectator picture, like
breaking of factorization (less than 1%), remaining off-shell effects (up to 2% uncertainty)
and final state interaction (3% to 5%) (see Section 3.). We can study these effects by
subdividing our data into several bins of spectator momentum and also by comparing with
the results from E6. Using the extrapolation method outlined towards the end of Section 3,
we will be able to reduce the overall theoretical error to the order of 3%.

We estimate our overall systematic uncertainty on the extracted cross sections to be 9%
at the highest values of z. Normalizing our data at low z (high W) as outlined above will
reduce that systematic error to about 5% from point to point.

Extraction of the structure function F, from the measured cross section requires knowl-
edge of the longitudinal to transverse cross section ratio, R. This experiment will not be
capable of extracting both Fy and R simultaneously, and will therefore have to make as-
sumptions for the latter. This is not an uncommon practice for JLab experiments, and was
estimated to introduce a 2% uncertainty on Fjy extractions from inclusive electron-proton
scattering in the resonance region [13]. However, precision measurements of R on hydrogen
in the resonance region from 0.5 < Q? < 4.5 GeV? have recently become available [60],
and an experiment has been approved to measure R to high precision, covering this same
kinematic regime, using a deuterium target (JLab Experiment E02-109). These new mea-
surements may allow for an even smaller systematic uncertainty in the proposed extractions
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of F, on the neutron, since previous estimates used exaggerated extrapolations from deep
inelastic scattering.
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Figure 21: Expected number of counts for the proposed experiment in 10 days of ideal
running at 4 GeV, plotted as a function of the reconstructed mass W of the (unobserved)
final state. The data sets are for different four-momentum transfer (2.

5.6 Expected Accuracy

We propose to collect 10 days (100% efficiency) of data on deuterium with 4 GeV beam and
another 20 days with 6 GeV. The 10 cm long target filled with 7.5 atm deuterium gas at
room temperature and the 200 nA electron beam will yield a combined luminosity of about
4 x 103 cm =251,

Our simulation shows that under these conditions, we will collect a total of 2 M events
with coincident detection of recoil protons below 100 MeV /¢ and above 110° relative to the
q vector (VIPs) at 4 GeV, and another 840,000 events at 6 GeV. The average spectator light
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cone fraction will be @ = 1.08. We will cover a range in W from the elastic peak to about
W = 3.2 GeV and Q? from 1 to 5 GeV2.

In Fig. 21, we show the expected number of coincident events of the type d(e, e'ps) X, for
several bins in Q? and 4 GeV beam energy. The expected results are tabulated in Table 2.
Similarly, our expected results for 20 days of 6 GeV running are shown in Table 3. Clearly,
we will collect ample statistics to study Fj' in the resonance region and beyond, and to
further subdivide the data into bins of recoil momentum to study the approach towards the
on-shell neutron point.
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Figure 22: Projections for the n — A° transition form factor as extracted from an inclusive
d(e, €'ps) reaction (solid circles). Statistical uncertainties only are shown. For comparison,
the results for the p — AT transition form factor as extracted from inclusive p(e,e’) data
from SLAC and DESY are shown (open circles), with total uncertainties [61].

Fig. 22 highlights the statistical precision of a possible extraction of the magnetic form
factor G, for the n — A° transition from these inclusive n(e,e’) data. Systematic uncer-
tainties are expected to be 5-6%, comparable to the statistical precision for the higher (2
projected data points. The projected data points (solid circles) are arbitrarily shown to scale
with the dipole form factor, G p, although the SLAC data agree with a fall off of this form
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factor with Q% similar to the p — A transition. For comparison, the proton data are also
shown.
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Figure 23: Sample neutron Fh structure function spectra at Q% = 1.0, 1.8 and 3.0 GeV?,
plotted as a function of the Nachtmann scaling variable £&. Since the neutron structure
function in the resonance region is unknown, the curves depict a parameterization of proton
resonance region data (solid curve) and the NMC fit of deep inelastic structure function data
at Q? = 10 GeV? (dashed curve). The statistical uncertainty is smaller than the symbols,
and is typically 0.6%, 1%, and 2-3%, at Q% = 1.0, 1.8, and 3.0 GeV?, respectively.

The data we plan to collect will also allow for quark—hadron duality studies in the neutron
resonance region with very good precision. To illustrate this, Fig. 23 shows a sample neutron
F, structure function spectra at three values of %, as a function of the Nachtmann scaling

variable £ = 2z/[1 + \/ 1+ 4m2x2/Q)?]. Since no precise neutron resonance transition model
exists yet, we actually plot the results of the existing proton resonance model, at Q% = 1.0,
1.8, and 3.0 GeV? (top to bottom). The dashed curve is from a parameterization of deep
inelastic proton structure function data at Q2 = 10 GeV?.

Although the neutron resonance structure function and deep inelastic structure function
data and parameterizations will obviously differ from the proton, we believe this is a good
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Figure 24: Ratio Fy'/FY versus x. The small data points indicate the expected results of
the proposed experiment for several different bins in Q% with statistical error bars. (The
simulated data for different Q? bins were drawn slightly offset from each other). Estimated
systematic errors due to experimental and theoretical uncertainties are indicated by the band
at the bottom (light shade for total systematic error, heavy shade for point-to-point error
after normalization at low x). The arrows indicate the different possible approaches to the
limit x — 1 discussed in Section 3. The shaded area indicates the range of uncertainty from
existing data due to different treatment of nuclear effects (see Fig. 3).
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example of the potential quality of the neutron data attainable with BONUS. The projected
data encompasses running at both 4 and 6 GeV. Typical statistical uncertainties are between
1 and 3%. To investigate variations in local duality from resonance to resonance region this
statistics will be quite sufficient.

Our 6 GeV data will allow us to expand substantially the range in x over which the neu-
tron structure function F3' is known with good statistical precision and with small theoretical
uncertainties. Fig. 24 shows the statistical precision we can achieve for the ratio Fi'/F¥ as
a function of z, for several bins in Q2. The lightly shaded band on the z—axis indicates
our estimate of the total systematic error, from the combined experimental (acceptance, ef-
ficiency, event reconstruction, luminosity) and theoretical (deuteron wave function, off-shell
and final state interaction effects) uncertainties. By normalizing our data to the well-known
(and unambiguous) data at low x, we can extract the high—x behavior with much smaller
uncertainty indicated by the heavy shaded band.

The highest point in x which is still in the deep inelastic region W > 2 GeV is at
x = 0.625, clearly in a region where valence quarks are dominant and existing data begin
to become uncertain because of nuclear effects (indicated by the shaded area). If we extend
these data to include W > 1.5 GeV, we can add two more points in x as indicated with
the shaded region labeled “RR” (“Resonance Region”) in Fig. 24. At these high values of
Q? (= 5 GeV?) and W, it is likely that duality is a very good approximation and we can
interpret our results directly in terms of the ratio of d/u valence quark distributions. Of
course, we will be able to test duality up to x = 0.6 over the whole range of Q2 and W
using our own data. Clearly, the high precision data set indicated in Fig. 24 will allow a
comprehensive study of the z and @ dependence of the structure function F}' in the valence
region, for the first time unclouded by uncertainties from nuclear binding effects.

Finally, we will also be able to contribute significantly to the world’s data set on elastic
neutron form factors. The expected statistical and systematic errors for each measured Q?
and W = M,, are listed in Tables 2 and 3 as well. The statistical errors range from 0.5%
at Q% = 1 GeV? to 5% at our kinematic limit, Q? = 5 GeV2. The systematic errors will
be of order 6%. We can normalize our results at small %, where good precision data are
available, and can extract the elastic cross section with good accuracy at the higher Q2.
This will allow us to determine the absolute magnitude of the form factor G}, with a largely
independent method and comparable uncertainty as the dedicated experiment E94-017 (E5
run group in CLAS).

6 Summary and Beam Time Request

We propose the construction of a thin gas target and a radial time projection chamber
(RTPC) detector for measuring recoiling protons or light nuclei in CLAS. Such a detector
paves the way for a new class of experiments on atomic nuclei at Jefferson Lab.

By tagging the electron scattering from a nucleon with the nuclear remnants, we can
measure the nucleon’s motion before scattering and control how far off shell it is. This is
especially important at high x where Fermi-motion effects in inclusive measurements are
substantial. Essential for such measurements is the experimental requirement to observe
the smallest possible recoil momenta for the nuclear remnants. With the proposed RTPC
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| Q? [GeV] | z [W [GeV] | E' [GeV] |6, []

Rel. stat. err. ‘ Rel. syst. err. ‘

1 0.175 2.366 0.957 29.6 0.003 0.051
1 0.225 2.08 1.633 22.6 0.002 0.051
1 0.275 1.876 2.064 20 0.003 0.052
1 0.325 1.72 2.362 18.7 0.003 0.052
1 0.375 1.596 2.58 17.9 0.004 0.052
1 0.425 1.495 2.747 17.4 0.004 0.053
1 0.475 1.41 2.879 16.9 0.006 0.053
1 0.525 1.337 2.986 16.6 0.006 0.054
1 0.575 1.273 3.074 16.4 0.006 0.054
1 0.625 1.217 3.148 16.2 0.007 0.055
1 0.675 1.168 3.211 16 0.009 0.055
1 0.725 1.123 3.266 15.9 0.018 0.056
1 0.775 1.083 3.313 15.8 0.078 0.056
1 1 0.939 3.468 15.4 0.005 0.06
1.4 0.225 2.388 0.687 41.8 0.005 0.051
1.4 0.275 2.138 1.289 30.2 0.003 0.052
1.4 0.325 1.947 1.706 26.2 0.003 0.052
1.4 0.375 1.793 2.012 24.1 0.004 0.052
1.4 0.425 1.666 2.246 22.8 0.004 0.053
1.4 0.475 1.559 2431 21.9 0.005 0.053
1.4 0.525 1.466 2.58 21.2 0.006 0.054
1.4 0.575 1.384 2.704 20.7 0.007 0.054
1.4 0.625 1.312 2.807 20.3 0.007 0.055
1.4 0.675 1.247 2.896 20 0.007 0.055
1.4 0.725 1.189 2.972 19.8 0.009 0.056
1.4 0.775 1.135 3.038 19.5 0.017 0.056
1.4 0.825 1.086 3.096 19.4 0.089 0.057
1.4 1 0.939 3.255 18.9 0.005 0.06

Table 2: Expected relative statistical and point—to—point systematic error on each data point
within the kinematic coverage with 4 GeV beam energy. (Continued next page.)
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Table 2 continued:
| Q7 [GeV?] | x [ W [GeV] | E' [GeV] | 6. [°] | Rel. stat. err. | Rel. syst. err. |

1.8 0.325 2.149 1.051 38.2 0.006 0.052
1.8 0.375 1.97 1.444 32.4 0.005 0.052
1.8 0.425 1.821 1.745 29.4 0.005 0.053
1.8 0.475 1.694 1.982 27.6 0.006 0.053
1.8 0.525 1.584 2.174 26.3 0.007 0.054
1.8 0.575 1.487 2.333 254 0.007 0.054
1.8 0.625 1.401 2.466 24.7 0.009 0.055
1.8 0.675 1.322 2.58 24.1 0.01 0.055
1.8 0.725 1.251 2.678 23.7 0.009 0.056
1.8 0.775 1.185 2.763 23.3 0.012 0.056
1.8 0.825 1.124 2.838 23 0.028 0.057
1.8 1 0.939 3.042 22.2 0.007 0.06
2.2 0.375 2.133 0.876 46.7 0.015 0.052
2.2 0.425 1.964 1.244 38.8 0.008 0.053
2.2 0.475 1.82 1.534 34.8 0.007 0.053
2.2 0.525 1.695 1.769 32.4 0.008 0.054
2.2 0.575 1.584 1.963 30.7 0.009 0.054
2.2 0.625 1.484 2.126 29.5 0.01 0.055
2.2 0.675 1.393 2.265 28.5 0.012 0.055
2.2 0.725 1.31 2.384 27.8 0.013 0.056
2.2 0.775 1.233 2.488 27.2 0.013 0.056
2.2 0.825 1.161 2.58 26.7 0.02 0.057
2.2 1 0.939 2.829 25.5 0.011 0.06
2.6 0.475 1.938 1.085 45.5 0.02 0.053
2.6 0.525 1.798 1.363 40.4 0.012 0.054
2.6 0.575 1.674 1.592 37.3 0.011 0.054
2.6 0.625 1.563 1.785 35.1 0.012 0.055
2.6 0.675 1.461 1.949 33.6 0.014 0.055
2.6 0.725 1.367 2.09 32.4 0.017 0.056
2.6 0.775 1.279 2.214 31.4 0.016 0.056
2.6 0.825 1.197 2.322 30.7 0.019 0.057
2.6 0.875 1.119 2418 30.1 0.05 0.058
2.6 1 0.939 2.616 28.9 0.015 0.06
3 0.575 1.76 1.222 46.1 0.042 0.054
3 0.625 1.638 1.444 42.2 0.021 0.055
3 0.675 1.525 1.633 39.6 0.018 0.055
3 0.725 1.421 1.797 37.7 0.019 0.056
3 0.775 1.324 1.939 36.2 0.022 0.056
3 0.825 1.232 2.064 35.1 0.022 0.057
3 0.875 1.145 2.174 34.2 0.041 0.058
3 1 0.939 2.403 32.4 0.021 0.06
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| Q* [GeV?] | z [ W [GeV] | E' [GeV] | 6, []

Rel. stat. err. ‘ Rel. syst. err. ‘

14 0.175 2.735 1.74 21.1 0.007 0.051
1.4 0.225 2.388 2.687 16.9 0.007 0.051
1.4 0.275 2.138 3.289 15.3 0.013 0.052
1.4 0.325 1.947 3.706 14.4 0.031 0.052
1.8 0.225 2.661 1.74 24 0.004 0.051
1.8 0.275 2.372 2.515 19.9 0.005 0.052
1.8 0.325 2.149 3.051 18 0.006 0.052
1.8 0.375 1.97 3.444 17 0.007 0.052
1.8 0.425 1.821 3.745 16.3 0.009 0.053
1.8 0.475 1.694 3.982 15.8 0.011 0.053
1.8 0.525 1.584 4.174 15.4 0.014 0.054
1.8 0.575 1.487 4.333 15.1 0.017 0.054
1.8 0.625 1.401 4.466 14.9 0.022 0.055
1.8 0.675 1.322 4.58 14.7 0.03 0.055
1.8 0.725 1.251 4.678 14.5 0.034 0.056
1.8 0.775 1.185 4.763 14.4 0.039 0.056
1.8 0.825 1.124 4.838 14.3 0.078 0.057
1.8 1 0.939 5.042 14 0.05 0.06
2.2 0.275 2.585 1.74 26.5 0.005 0.052
2.2 0.325 2.335 2.396 22.6 0.005 0.052
2.2 0.375 2.133 2.876 20.6 0.006 0.052
2.2 0.425 1.964 3.244 19.4 0.007 0.053
2.2 0.475 1.82 3.534 18.5 0.008 0.053
2.2 0.525 1.695 3.769 17.9 0.009 0.054
2.2 0.575 1.584 3.963 17.5 0.011 0.054
2.2 0.625 1.484 4.126 17.1 0.012 0.055
2.2 0.675 1.393 4.265 16.9 0.015 0.055
2.2 0.725 1.31 4.384 16.6 0.017 0.056
2.2 0.775 1.233 4.488 16.4 0.017 0.056
2.2 0.825 1.161 4.58 16.3 0.025 0.057
2.2 0.875 1.094 4.661 16.1 0.12 0.058
2.2 1 0.939 4.829 15.8 0.016 0.06
2.6 0.325 2.506 1.74 28.9 0.006 0.052
2.6 0.375 2.284 2.308 25 0.006 0.052
2.6 0.425 2.097 2.742 22.9 0.007 0.053
2.6 0.475 1.938 3.085 21.6 0.008 0.053
2.6 0.525 1.798 3.363 20.7 0.009 0.054
2.6 0.575 1.674 3.592 20 0.01 0.054
2.6 0.625 1.563 3.785 19.5 0.012 0.055
2.6 0.675 1.461 3.949 19.1 0.014 0.055
2.6 0.725 1.367 4.09 18.7 0.018 0.056
2.6 0.775 1.279 4.214 18.5 0.018 0.056
2.6 0.825 1.197 4.322 18.2 0.02 0.057
2.6 0.875 1.119 4.418 18 0.055 0.058
2.6 1 0.939 4.616 17.6 0.018 0.06
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Table 3 continued:

| Q? [GeV] | z [W [GeV] | E' [GeV] |6, []

Rel. stat. err. ‘ Rel. syst. err. ‘

3 0.325 2.667 1.085 39.7 0.011 0.052
3 0.375 2.425 1.74 31.1 0.007 0.052
3 0.425 2.223 2.241 27.3 0.008 0.053
3 0.475 2.049 2.637 25.2 0.009 0.053
3 0.525 1.896 2.957 23.7 0.01 0.054
3 0.575 1.76 3.222 22.7 0.011 0.054
3 0.625 1.638 3.444 22 0.013 0.055
3 0.675 1.525 3.633 21.4 0.015 0.055
3 0.725 1.421 3.797 20.9 0.018 0.056
3 0.775 1.324 3.939 20.5 0.021 0.056
3 0.825 1.232 4.064 20.2 0.021 0.057
3 0.875 1.145 4.174 19.9 0.04 0.058
3 1 0.939 4.403 194 0.018 0.06
3.6 0.425 2.398 1.49 37 0.008 0.053
3.6 0.475 2.205 1.964 32.1 0.008 0.053
3.6 0.525 2.034 2.349 29.3 0.008 0.054
3.6 0.575 1.882 2.666 274 0.009 0.054
3.6 0.625 1.744 2.933 26.1 0.01 0.055
3.6 0.675 1.617 3.16 25.2 0.012 0.055
3.6 0.725 1.499 3.356 24.4 0.015 0.056
3.6 0.775 1.388 3.527 23.8 0.017 0.056
3.6 0.825 1.283 3.676 23.3 0.018 0.057
3.6 0.875 1.182 3.809 22.9 0.025 0.058
3.6 0.925 1.083 3.928 22.5 0.132 0.059
3.6 1 0.939 4.083 22.1 0.021 0.06
4.4 0.525 2.205 1.537 40.4 0.015 0.054
4.4 0.575 2.033 1.925 35.9 0.013 0.054
4.4 0.625 1.877 2.251 33.2 0.012 0.055
4.4 0.675 1.732 2.529 31.2 0.014 0.055
4.4 0.725 1.597 2.768 29.8 0.017 0.056
4.4 0.775 1.469 2977 28.7 0.02 0.056
4.4 0.825 1.347 3.16 27.9 0.027 0.057
4.4 0.875 1.229 3.322 27.2 0.028 0.058
4.4 0.925 1.113 3.467 26.6 0.077 0.059
4.4 1 0.939 3.657 25.9 0.033 0.06
5.2 0.625 2 1.57 43.6 0.029 0.055
5.2 0.675 1.84 1.898 39.5 0.022 0.055
5.2 0.725 1.689 2.181 36.7 0.022 0.056
5.2 0.775 1.546 2.427 34.8 0.025 0.056
5.2 0.825 1.409 2.644 33.3 0.031 0.057
5.2 0.875 1.275 2.836 32.1 0.036 0.058
5.2 0.925 1.142 3.007 31.1 0.078 0.059
5.2 1 0.939 3.231 30 0.051 0.06
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detector, this limit is below 70 MeV /¢ for protons.

In the case of deuterium, a low-momentum recoiling proton insures that off-shell effects
on the neutron are small and we can accurately correct the kinematics for a moving neutron.
In the present proposal we concentrate on the resonance and deep-inelastic FJ' structure
function of the neutron for 6 and 4 GeV electron beams in CLAS.

With these data, we can study the Q2 evolution of the neutron resonances. Unlike for a
proton target, neutron resonances are blurred considerably by Fermi motion of nucleons in
deuterium. The tagging process will restore the resonance widths to their intrinsic values,
and facilitate a better analysis of resonance strength distributed over the range 1 < W < 2
GeV.

Comparing the data from the deep inelastic region with those from the resonance region,
we can test duality for the neutron. Neutron data are essential in order to determine the
dynamical origin of duality, and the data that will be collected in this experiment will be of
comparable quality to those from earlier experiments in Hall C on the proton.

The deep-inelastic data extend to x as high as 0.625, allowing for an extraction of the
ratio Fy'/FY. This measurement can be extended to 11 GeV which would provide coverage
up to x = 0.85 in the deep inelastic region. Furthermore, insofar as duality holds for the
nucleon resonance region, the F3'/F¥ ratios can be extended to even higher values of z.

The proposed experiment with the low-momentum recoil detector nicely complements
the data of the E6 run period in which recoil protons were detected in CLAS for reactions
on deuterium. In this case, the minimum proton momentum was about 250 MeV /c. Thus,
there is already experience and data for high recoil momenta.

The recoil detector provides a unique opportunity to study any exclusive reaction on the
neutron that heretofore was clouded by Fermi motion or by the uncertainty of whether a
neutron or proton was struck in the reaction. Since our proposed set up can be used with
any of a number of gases as target material, one can envision future experiments with *He,
“He, Ar, Xe, etc. For example, for an accurate determination of FJ'/F}, one could use a
“He target, alternately tagging on 3He recoils (a struck neutron) and 3H recoils (a struck
proton), thus forming the ratio in a single experiment with small systematic errors. Since
both recoiling nuclei are charged, they are both detectable in the RTPC.

The proposed apparatus is also appropriate for low-t coherent vector meson production
experiments, in which the nucleus in question must remain in its ground state. It can also be
used to measure the decay products of a large nucleus that is highly excited following deep-
inelastic scattering, since at JLab energies the struck quark should begin to hadronize within
the nuclear volume. Other possible applications include scattering of a virtual “cloud” pion
tagged by a backward proton, with hydrogen as target.

This rich program is augmented and extended by higher beam energies. Therefore,
measurements now at 6 GeV provide a tantalizing view of what is possible with the 11
GeV upgrade. The RTPC proposed here (without modification) will become part of the
experimental equipment for the upgraded CLAS++ detector.

Our group is committed to designing, developing, prototyping and building this unique
apparatus. While we are interested in many of the possible extensions listed above, at the
present time we specifically request 40 days of new beam time in Hall B for the program of
neutron structure measurements described in this proposal, which will make optimum use
of this new device.
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We request 10 days of 4 GeV beam and 20 more days at 6 GeV. As demonstrated in the
previous section, this will allow us to collect high precision data on the neutron, with good
statistics, resolution and kinematic coverage, and with minimal uncertainties due to nuclear
binding effects. The beam time request was optimized to guarantee that the measurement is
not statistics-limited. In addition, the statistical errors listed in the previous section assume
that the whole data set for spectator momenta from 70 to 100 MeV /c will be integrated
over. For most bins, the statistical precision will be good enough to allow us to study the
dependence of the extracted structure functions on the spectator variables (momentum py,
light cone fraction o and angle relative to the q vector). We will be able to extrapolate the
results measured at low to intermediate off-shellness of the neutron to the on-shell point, as
outlined in Section 3.

In addition to the 30 days of data taking on deuterium, we require 5 days of commis-
sioning, calibration and background runs, split between these two energies and directly in
conjunction with the main data runs. We will run for about 2 days on a hydrogen target to
calibrate all detector elements, and we will take about 2 days worth of empty target runs to
subtract backgrounds. We also will need to do some systematic studies to optimize triggers,
solenoid field and beam current.

We request 5 more days for a dedicated “engineering run” to check out and commission
the new RTPC detector. Ideally, this run would occur well ahead of the main experiment,
possibly in conjunction with the commissioning of the DVCS set up in Hall B (since we will
be using the same solenoid). Our goal would be to ascertain background rates, resolution,
particle identification and other operational parameters of the RTPC or some prototype, to
optimize the final setup and prepare the data taking run.

Finally, we request resources from JLab to acquire all needed hardware and to support
JLab staff working on this project. We estimate that a calendar month of setup time in the
Hall will be needed each time for set up and decomissioning of the target—detector system,
including check-out without beam. This time can be shortened considerably if a run is
scheduled in conjunction with another experiment using the DVCS solenoid. In this case,
about 2 weeks calendar time will be needed to remove the standard CLAS target and to
install the RTPC and target system.
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